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Notice

The Broadband Forum is a nprofit corpaation organized to create guidelines for broadband
network system development and deployment. This Broadband Hacinmical Reporhas been
approved by members of the Forum. This Broadband Fdeoshnical Reporis not binding on

the Broadband Forum, any of its members, or any developer or service provider. This Broadband
ForumTechnical Reporis subject to change, but only with@oval of members of the Forum.

This Technical Reporis copyrighted by the Broadband Forum, and all rights are reserved.
Portions of thisTechnical Repontnay be copyghted by Broadband Forum members.

THIS SPECIFICATION IS BEING OFFERED WITHOUT ANY WARRANTY WHATSOEVER,
AND IN PARTICULAR, ANY WARRANTY OF NONINFRINGEMENT IS EXPRESSLY
DISCLAIMED. ANY USE OF THIS SPECIFICATION SHALL BE MADE ENTIRELY AT THE
IMPLEMENTER'S OWN RISK, AND NEITHER the Forum, NOR ANY OF ITS MEMBERS OR
SUBMITTERS, SHALL HAVE ANY LIABILITY WHATSOEVER TO ANY IMPLEMENTER
OR THIRD PARTY FOR ANY DAMAGES OF ANY NATURE WHATSOEVER, DIRECTLY
OR INDIRECTLY, ARISING FROM THE USE OF THIS SPECIFICATION.

Broadland Forumrechnical Repogtmay be copied, downloaded, stored on a server or otherwise
re-distributed in their entirety only, and may not be modified without the advance written
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Executive Summary

Carrierethernet provides extensions to Ethernet, enabling telecommunications network providers
to provide Ethernet services to customers and to utilize Ethernet technology in thenkaetw

Carrierethernet services are being used in Broadband access networks, enterprise networks and
backhaul networks. Providir@arrierethernet services using MPLS network infrastructure is
generating revenue opportunities for global carriersedrlyy customer demand for higher
bandwidth connectivity. Though F®24 describes the architecture for solutions to implement
carrierethernet services using an MPLS network, the VPLS based solution has a number of
limitations when it comes to redundanay/lticast optimization and provisioning simplicity. It

does not address requirements such as4maittiing with altactive forwarding, load balancing,
policy-based control and control plane based MAC learning. Service interface requirements for
datacenterinterconnects are also not addressed by2ZR

This document provides technical architecture and equipment requirements to implement the
carrierethernet services using BGP MPIb&sed EVPNSs in order to overcome the limitations of
VPLS and address theditional requirements. By specifying a common technical architecture,
common equipment requirements and common set of feature options, this document promotes
multi-vendor interoperability.

November2015 © The Broadband Forumll rights reserved 8 0f 43
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1 Purposeand Scope

1.1 Purpose

Carrierethernet provides extensiors Ethernet enabling telecommunications network providers to
provide Ethernet services to customers and to utilize Ethernet technology in their networks.
Service providers are deployiegrrierethernet services around the globe, in large part, because
carrier ethernehas compelling capabilities such as standardized service definitions as well as
improved scalability, reliability, QoS, and manageability.

Carrierethernet services are being used in Broadband access networks, enterprise networks and
backhal networks. The integration of Ethernet into MPLS network infrastructure is generating
revenue opportunities for global carriers, driven by customer demand for higher bandwidth
connectivity This document providestechnical architecture and equipmesquirements
implementing the specified Ethernet serviages\g BGPMPLS based Ethernet VPNs (EVPN) in
IP/MPLS network.

New Ethernet service applications require capabilgiesh asmulti-homing with allactive
forwarding; load balancingyolicy basedcontrol and control plane MC learning. TR-224[4] and
TR-178[2] based solutions do not provide these features; solutions ba8$&RIMPLS EVPNs
do.

By specifying a common technical architecture, common equipment requirements and common set
of feature options, this document promotes rugtidor interoperability. This document may be
used as a basis for conformance testing.

1.2 Scope

This doawment defines referencearchitecture focarrierethernetservicesusingBGP MPLS
based Ethernet VPMechanisms:

Ethernet multipoint to multipoint EAN)

Ethernet point to point ({Eine)

Ethernet pointo multipoint (ETree)including ETree*
Ethernetaccess to support wholesale access service

Control, OAM, QoSreliability and scalability for the MPLS network
SupportEthernet service capabilitispecified inRFC 720937]

= =4 =4 -8 -8 -9

This document specifidsow toimplement theethernet services layer.dbesnot specify the
service layer itself. Ethernet Control and OAM protocols will be transparently transported, except
for cases where Layer 2 control protocol processing is reqo@eskervice definition.
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This documenincludesthe carrierethernet ELAN service type using BGRIPLS EVPNs.EVPN
supportfor MEF E-Line,E-Tree(including ETree*)and EAccessservicess for further study

In order to supportarrierethernet services across mulépietworks, the scope thfis document
includes the following:

1 Attachment circuit¢AC) providinga userto-network interface complying witthe MEF
UNI are supported.

1 Ethernet attachmeutrcuits for multiservice broadband access and aggregationTRe.,
101/TR-178) are supported.

1 Additional Ethernet service capabilities of BGP MPLS based EVPNs (e.g-hoaling

with all-active forwarding, load balancing, policy based control, control based MAC

learning, etcpare supported

Supportfor interworking wih TR-224.

To support carrier Ethernet across multiple SP networks, the specification addrekis

autonomous systems which presemedto-end capabilities (e.g., OAM, QoS and

protection etc).

1 Cases where the UNN functions are or are not collocatetith the PE arsupported

= =4

TR-350provides technical architecture and equipment requirements implementing MEF Carrier
Ethernet services with BGP MPLS EVPNs. EVPNSs architecture and protocols are based on
BGP/MALS IP VPNs , which supports myite domairs. This capability is used to support
connectivity between service endpoints (e.g. MEF UNIs) connected to different networks or
operators.

TR-350does not use architiere or connectivity models ofarrierethernetusingMEF 26.1[45].
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2 References andrerminology

2.1 Conventions

In thisTechnical Reportseveral words are usealgignify the requirements of the specification.
These words aralwayscapitalized More information can be found be RFC 21198].

MUST This word, or theermil R E QU | R E Dsdhat then@efinitio is an
absolute requirement of the specification.

MUST NOT This phrasenears that the definition is an absolute prohibition of th
specification.

SHOULD This word, or the adjective i
couldexist valid reasons in particuleircumstances to ignore this
item, but the full implicationseed tdbe understood and carefully
weighed before choosing a different course.

SHOULD NOT This phrase, or the phrase "NOT RECOMMENDED" means that t
couldexist valid reasons in particularaumstances when the
particular behavior is acceptable or even useful, but the full
implicationsneed tdbe understood and the case carefully weighed
before implementing any behavior described with this label.

MAY This word, or t he nmeahstbatthiditeneis o
of an allowed set of alternatives. An implementation that does not
include this option MUST be prepared to intgrerate with another
implementation that does include the option.

2.2 References

Thefollowing references are of mlance to thigechnical ReportAt the time ofpublication, the
editions indicated were valid. All references are subject to revision; afseis Technical Report
are herefore encouraged to investigate the possibiligpplying the most recent edition of the
references listed below

A list of currently validBroadband-orum Technical Reports is published at
www.broadbad-forum.org

Document Title Source  Year

[1] TR-101 Migration to EtherneBBased Broadband BBF 2011
Aggregation

[2] TR-178 Multi-service Broadband Network Architectu BBF 2014
and Nodal Requirements

[8] TR-221 Technical Specifications for MPLS in Mobile BBF 2011
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Backhaul Networks

[4] TR-224 Technical Specification for MPLS in Carrier BBF 2014
Ethernet Networks

5] IEEE802.3  |eEE standardetheret IEEE 2012

[6] IEEE 802.1Q IEEE Standard for Local and metropolitan IEEE 2011

area networksMedia Access Control (MAC)
Bridges and Virtual Bridged Local Area

Networks

[/l REC1195 s of OSI 19S for Routing in TCP/IP and  IETF 1990
Dual Environments

[8] RFC 2119 Key words for use in RFCs to Indicate IETF 1997
Requirement Levels

O] REC2328  GgpF version 2 IETF 1998

[10] REC3209  pgypRTE: Extensions to RSVP for LSP IETF 2001
Tunnels

[11] REC 3270 Multi-Protocol Label Switching (MPLS) IETF 2002
Support of Differentiated Services

[12] REC 3473 Generalized MultiProtocol Label Switching IETF 2003

(GMPLS) Signaling Resource ReserVation
ProtocolTraffic Engineering (R@P-TE)

Extensions

[13] REC 3478 Graceful Restart Mechanism for Label IETF 2003
Distribution Protocol

[14] RFC 3564 Requirements for Support of Differeted IETF 2003
ServicesawareMPLS Traffic Engineering

[15] REC3623  Graceful OSPF Restart IETF 2003

[16] REC 3630 Traffic Engineering (TE) Extensions to OSPI IETF 2003
Version 2

[17] REC 5306 Restart Signaling fomtermediate Systemto IETF 2004
Intermediate System @S)

[18] REC 4090 Fast Reroute Extensions to RSVIP for LSP  IETF 2005
Tunnels

[19] REC 4124 Protocol Extensions for Support Dfffsern IETF 2005
aware MPLS Traffic Engineering

[20] REC 4206 | 5yl switched Path SP) Hierarchy with  IETF 2005

Generalized MultProtocol Label Switching
(GMPLS) Traffic Engineering (TE)

BGP/MPLS IP Virtual Private Networks IETF 2006
(VPNSs)

[21] RFC 4364
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http://www.ietf.org/rfc/rfc2328.txt
http://www.ietf.org/rfc/rfc3209.txt
http://www.ietf.org/rfc/rfc3270.txt
http://www.ietf.org/rfc/rfc3473.txt
http://www.ietf.org/rfc/rfc3478.txt
http://www.ietf.org/rfc/rfc3564.txt
http://www.ietf.org/rfc/rfc3623.txt
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[22]
[23]
[24]
[25]
[26]

[27]

[28]
[29]

[30]
[31]
[32]
[33]

[34]
[35]

[36]

[37]
[38]
[39]
[40]
[41]
[42]

[43]

REC 4379

RFEC 4761

REC 4762

REC 5036

RFEC 5150

REC 5151

RFC 5283

RFC 5286

RFEC 5305
RFC 5586
RFEC 5880
RFC 5881

RFEC 5884

REC 6424

RFEC 6790

REC 7209
RFEC 7432

G.8013/Y.1731

MEF 6.1
MEF 10.2

MEF 30

MEF 22.1
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Detecting MultiProtocol Label Switched
(MPLS) Data Plane Failures

Virtual Private LAN Service (VPL®)sing
BGP for AuteDiscovery and Signaling

Virtual Private LAN Service (VPL®)sing
BGP for AuteDiscovery and Signaling

LDP Specification

Label Switched Path Stitching with
Generalized Multiprotocol Label Switching
Traffic Engineering (GMPLS TE)

Inter-Domain MPLS and GMPLSdffic
Engineering-- Resource Reservation Protoec
Traffic Engineering (RS\VWPE) Extensions

LDP Extension for InteArea Label Switched
Paths (LSPs)

Basic Specification for IP Fast Reroute: Leoj
Free Alternates

IS-IS Extensions for Traffic Engineering
MPLS Generic Associated Channel
Bidirectional Forwarding Detection (BFD)

Bidirectona Forwarding Detection (BFD) for
IPv4 and IPv6 (Single Hop)

Bidirectional Forwarding Detection (BFCipr
MPLS Label Switched Paths (LSPs)

Mechanism for Performing Label Switched
Path Ping (LSP Pingdver MPLS Tunnels

The Use of Entropy Labels in MPLS
Forwarding

Requirements for Ethernet VPN (EVPN)
BGP MPLS Based Ethernet VPN

OAM functions and mechanisms for Etherne
based networks

Ethernet Services Definition$Phase 2
Ethernet Services Attribute$hase 2

Servce OAM Fault Management
Implementation Agreement

Mobile Backhaul Phase 2 Implementation
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[44] MEF 23.1
[45] MEF 26.1

[46] MEF 35

[47] MEF 6.1.1

[48] MEF 10.3
[49] MEF 6.2
[50] MEF 45

Agreement

Carrier Ethernet Class of ServigePhase 2 MEF 2012
Externd Network Network Interface (ENNI) MEF 2012
Phase 2

Service OAM Performance Monitoring MEF 2012
Implementation Agreement

Layer 2 Control Protocol Handling MEF 2012
Amendment to MEF 6.1

Ethernet Services Attributehase 3 MEF 2013
EVC Ethernet Services DefinitionPhase 3 MEF 2014
Multi-CEN L2CP MEF 2014

2.3 Definitions

The following terminology is used throughout thischnical Report

AGN

AN

E-Line

E-LAN

E-Tree

E-Tree*

An aggregation node (AGN) is ad® which aggregates several access nod
(ANS).

An access node is a node which processes customer frames or packets ¢
2 or above. This includes but is not limited to DSLAMs or OLTSs (in case ¢
(G)PON deployments).

A service connectingmo customer Ethernet ports over a WAN

A multipoint service connecting a set of customer endpoints, giving the
appearance to the customer of a bridged Ethernet network connecting the

A rooted multipoint Ethernet virtual connection.€TEtree service type can
support one or multiple Root UNIs (sBection9.3MEF 6.2[49])

Partially implementing MEF multipoint service connecting only one root at
set of leaves, but preneng interleaf communication. See detailsTR-221

Note: Ethernet Tree (Eree) service type is specified $ection6.3/MEF 6.1
[40]. The Appendiin TR-221modifies ETree service type which is used in
different services. The modified Bee* service type is used in both Ethern
Private Tree service and Ethernet Virtual Private Tree Service specified ir
Sectionl3.

2.4 Abbreviations

This Technical Reporisesthe following abbreviations:

AC AttachmentCircuit
AGN Aggregation Node
November2015 © The Broadband Forumll rights reserved 14 0f 43
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AN Access Node

BFD Bidirectional Forwarding Detection

BGP Border Gateway Protocol

BNG Broadband Network Gateway

CE Customer Edge

CoS Classof Service

Cv Connectivity Verification

EPL Ethernet Private Line

EP-LAN Ethernet Private. AN

EVC Ethernet Virtual Connection

EVPL Ethernet Virtual Private Line

EVP-LAN Ethernet Virtual Private LAN

FD Frame Delay

FRR Fast ReRoute

FLR Frame Loss Ratio

H-VPLS Hierarchal Virtual Private LAN Service
IETF Internet Engineering Task Force

IP Internet Protocol

ITU-T International Telecommunication Uniofielecommunication Standardizatic

Sector

L2VPN Layer 2 Virtual Private Network

LAN Local Area Netwadk

LER Label Edge Router

LFA Loop Free Alternate

LSP Label Switched Path

LSR Label Switch Router

MAC Medium Access Control

MEF Metro Ethernet Forum

MPLS Multi Protocol Label Switching

OAM Operations, Administration and Management
OAMPDU OAM Protocd Data Unit

P Provider

PE Provider Edge

PSN Packet Switched Network

PW Pseudowire

QoS Quality of Service

RFC Request for Comments

RSVRTE Resource ReSerVation Protoeath Traffic Engineering xtensions
November2015 © The Broadband Forumll rights reserved

TR-3501ssuell1

150f 43



Ethernet Services Using BGP MPLS based EVPNs

SLA Service Level Agreement

TE Traffic Engneering

T-LDP Targeted Label Distribution Protocol
TLV Type/Length/Value

TR Technical Report

UNI User to Network Interface

UDP User Datagram Protocol

VPLS Virtual Private LAN Service

VPN Virtual Private Network

VPWS Virtual Private Wire Service

WG Working Group

November2015 © The Broadband Forumll rights reserved

TR-3501ssuell1

160f 43



Ethernet Services Using BGP MPLS based EVPNs TR-3501ssue01

3 Technical Reportimpact

3.1 Energy Efficiency
TR-35Chas no impact on energffieiency.
3.2 IPv6

Carrierethernet services operatelatyer2 and therefore the network is agnostic to IPv6 user
traffic. The IPveheadeiDSCPfield is assumed to be mapped to the Ethernet P bits by the service
user.

IPv6 addressing may appear in its respective places in control, OAM, and management protocols.
For example node ids, FECs, and loopback addresses, etc.

TR-350has no impact on IPv6.

3.3 Security

Security requirements are specified for each service in respective sections.

3.4 Privacy

Any issues regarding privacy are not affected By350.
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4 Carrier ethernet services

Ethernet is now being used as both transport technology and service delivery architecture. The
MEF Carrier Ethernet specifies Ethernet service type, service attributes, QoS and SLA. The
service type includegsoint-to-point (Eline), pointto-multipoint (ETree) multipoint-to-multipoint
(E-LAN) and EAccess The service definition includes bagtbrtbased an®&/LAN -based selige
identification.

TR-224refers to MEF 6.1 and MEF 10.2:R-350uses the backward compatible subset of the
revised specificationS®IEF 6.2[49] andMEF 10.3[48] to achieve the equivalent function. This
addresses interworking witfR-224.

The MEF also defined Carrier Ethernet as a ubiquitous, standardized -classserviceand
networkdefined by attributes that distinguisarrierethernet from familialL, AN -based Ethernet.

4.1 Carrier Ethernet Requirements

Service providers worldwide are migrating their existing networks to delareerethernet
services tenterprisesbusinesses & residential enders. The attributes are as follow

1. Standardized Services
1 Support ELine, ELAN and ETree servicaypesas defined by MEF
1 Nochanges to customer LAN equipment or networks and accommodates existing
network connectivity such as, tinsensitive, TDM traffic and signaling
1 Wide choice and @nularity of bandwidth and quality of service options
Security
Scalability
1 The abilityto supporimillions of Ethernet Virtual ConnectiorE{/C) services for
enterprise and residential users
9 Scalability of bandwidth from 1Mbps to 10Gbps and beyond, inugan
increments
4. Reliability
1 The ability for the network to detect & recover from faults quickly
1 Fast network convergence
5. Quiality of Service
1 Service Level Agreements (SLAs) that deliver-¢o@nd performance
1 Traffic profile enforcemenperEVC
1 Hierarchi@l queuing
6. Service Management
1 Minimize network touch points in provisioning
1 Standarddased OAM to support SLA

w N
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5 Layer 2 Ethernet VPNsin MPLS Networks

MPLS has for a longtime been defined as a convergence technology, one that will allow service
providess to bring together their disparate networks and leverage features like traffic engineering,
hierarchal QoS and service interworking.

Provider Provisioned Virtual Private Networks (PPVPN) now dominates th@NPservices
market and projected for signiéint growth. Many service providers have preddthernet VPN
services usingirtual private LAN services (VPLS) as a alternative that allows enterprises to
manage their own routing.

TR-224uses VPLS to support Ethernet LANgees in IP/MPLS networks. A VPLS PE
emulates an Ethernet bridg&EE 802.1(6]) and performs MAC larning in the data plane.
New applications using Ethernet services require capabititieh asmulti-homing with allactive
forwarding load balancingpolicy based controland control plane MC learning.To support
these capabilities IETF developed BGP MPLS based Ethernet VPNs (EVRI®P4 based
solutionsdo not providdghese features.

When an Ethernet multipoint service is pard using EVPNc¢ontrotplanebased remote MAC
learning is used over the MPLS core (PE to PE) network. MAC learning between PE and CE is
done in the data plane. EVPN is designed to handlg-tmaming, and peflow load balancing.

The EVPN technology uses MBGP overanMPLS network. The technology is similar to BGP
MPLS based IP VPNSRFC 4364. Using MRBGP to distributehe reachabilityof MAC
addressesver MPLS network brings the same operational control and scale of L3VPN to L2VPN.

The EVPN solution provides a common base for all Ethernet service types includig, -
LINE, E-TREE (including ETree* fromTR-221), E-Accessand enales these services to be
created such that they can span across domains. In addition to the common base above, BGP
MPLS based EVPNs also provide solutions for the requiremeRBE@720937] including:
1 Multi-homing: with all active forwarding and load balancing from CE to CE. VPLS can
only support multi homing with single active mode.

Flow based load balancing and multipath

1 Multicast optimization: must be able to support P2MP MPLS LSPs and MP2MP MPLS
LSPs. VPLSonly support®2MP MPLS LSPs.

1 Fast convergence to minimize downtime and packet loss

Support MAC mobility to support cloud services.
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6 Reference Architecture

6.1 General Reference Architecture

Figurel provides a generioverview of howcarrierethernet Services can be deployed using
BGPMPLS-basedEVPN infrastructure, including basic reference points and their functional
roles.

Depending on the applicationpn MEF definedEthernet Attachment CircuiemndAttachment
Circuits providing Useto-Network interfaces complying with Metro Ethernet Forum definitions
(MEF UNI) are supported. Mulilomain connectivity and external handoff algosupported.

CE PE PE/P PE CE
S
4 ;l"iﬁfﬁ"'. ‘
R .
.lEtIfCrne;/s Etlxecrnet P
MPLS ",

UNI | . UNI
g B \ ‘ ‘ - h
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Figure 1 Reference Architecture

Defined & business interfaces supporting the service handoff between different parties (between
user and provider or between providers, respectively), UNI has two functions:

1. provide reference points for network demarcation
2. provide associated functionality

Fordeploying Metro Ethernet Forum compliant Ethernet Services over MPLS, PE nodes need to
support the correspondiMdEF UNI functionality at Attachment Circuit interfaces.

6.2 MPLS for carrier ethernet in Broadband Access & Aggregation

6.2.1 Multi -Service Broadband Acess & Aggregation

For Multi-serviee Broadband access and aggregation architecturesgmn6.2.1TR-224[4].
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6.2.2 TR-178 Architectures

There are two reference architectures that are being used teer@piR-178 networks: 1 MPLS-
enabled access andDR-101 For architectural details dfIPLS-enabled access nalend TR
101 seeSection6.2.2lTR-224[4].
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7 Signaling and Routing

This section specifies the signaling protocol used to establish the underlying MPLS tunnel. Traffic
engineered PSN tunnels must be used when specific path (e.g. for protection purpose), QoS or
bandwidth constraints are ngced.

7.1 LSP Signaling

One of the following provisioning and signaling procedures are used for LSPs.
[R-1] PE and P routers supporting MPLS TE and-m&LSPs MUST support one or
both of the following methods:
i Static provisioning
1 Dynamic signaling

[R-2] Both of the folowing methods MUST be supported by PE and P routers for
dynamically signaled PSN tunnel LSPs.
1 LDP is used to set up, maintain and release LSP tunnel®Rie603425].
1 RSVRTE is used to set up, nmaain and release LSPs for traffic engineered tunnels per
RFC 320910] andRFC 5151[27]. When traffic engineering is needed on the LSP,
RSVRTE MUST be used.

[R-3] When cerouted bidirectional LSPs are required, GMPRSVRTE as peRFC
3473[12] MAY be supported by PE and P routers.

7.1.1 Multi -area LSP Signaling

Several operators have mudtiea netwiks for scalability. Link state Interior Gateway Protocols
(IGPs) such as OSPREC 23289]) and ISIS (RFC 11957]) allow dividing networks ito areas
or levels so as to increase routing scalability within a routing domain.

Further some o0 p e rsapgamdifferént gecqrapRidal areast Tosupgport these
networks, it is necessary to support irdeea and inteAS (Autonomous SystenMultiprotocol
Label Switching (MPLS) LSPs.

An AMPLS Domaino is consider ed imgembndang®PLE c ol |
within a common realm of address space or path computation responsibility. Examples of such
domains include Autonomous 8gms, Interior Gateway Protocol (IGP) routing areas, and

GMPLS overlay networks.

Signaling extensions for intarea LSPs (that is, LSPs that traverse at least two IGP areas) are
required to ensure MPLS connectivity between PEs located in distinct ¢a®. ar
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7.1.1.1Multi -area RSVRTE Signaling

Inte-domain TE LSPs can be supported by one of three options as specRiEG iB15127] and
given below:

9 contiguous LSPs
1 nested LSPs
9 stitched LSPs.

Contiguous

A contiguous TE LSP is a single TE LSP that is set up across multiple
domains using RSVWE signaling procedures described in Seciidn

Nested

One or more TE LSPs may be nested within another TE LSP as described in
RFC 420420]. This technique can be used to nest one or more inter
domain TE LSPs into an int@domain hierarchical LSP @HdSP). The label
stacking construct is used to achieve nesting in packet networks.

To improve scalability, it may be useful to aggregate LSPs by creating
hierarchy of such LSPs.

[R-4] PE routers SHOULD support establishment of RSEPLSPs using
LSP hierarchy as p&FC 420420].

Stitched

LSP stitching signaling procedures are describd®iFG 515(026]. This
technique can be used to stitch together shorter LSPs (LSP segments) to
create a single, longer LSP. The LSP segments ioft@wdomain LSP may
be intradomain LSPs or intedomain LSPs.

The process of stitching LSP segments results in a singlepantl

contiguous LSP in the data plane. But in the control plane, each segment is
signaled as a separate LSP (with distinctYRSessions) and the etmend

LSP is signaled as yet another LSP with its own RSVP session. Thus, the
control plane operation for LSP stitching is very similar to that for nesting.

[R-5] PE routers SHOULD support establishment of RSEPLSPs using
LSP stitding as peRFC 515(26].
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7.1.1.2Multi -area LDP Signaling

RFC 528328] facilitates the establishment of Label Switched Paths (LSPs) that would span
multiple IGP areas in a given Autonomous System (AS).
[R-6] PE routers SHOULD support establishment of Hateya LSPs using
LDP as peRFC 528328].

7.2 Routing

[R-7] One or both of the following methods MUST be supgadiby PE and P routers:
i Static routing
1 Dynamic routing

[R-8] Both of the following methods MUST be supported by PE and P routers to
exchange routing information to facilitate dynamic LSP signaling:

1 OSPF RFC 23249])
1 1S-IS (RFC 11957])

[R-9] Traffic engineering extensions of OSPF and3Sare used to exchange traffic
attributes for RSVHAE tunnels. If TE is supported, both of the following methods MUST
be supported by PE and P routers:

1 OSPFTE (RFC 363(16])
1 IS-IS-TE (RFC 530530])
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8 OAM

OAM in carrierethernetnetworks was developed to provitéilt management and performance
monitoring tools for network links and enolend EVCsFigure2 below shows the components of
OAM when the MEF services are provided using EVPN

I'é Ethernet Virtual Connecﬁon[EUC] ;:

CE CE
s =
I:n-lNc i I 'r' '_‘* a' I L
MEF 1 - MEF T
UNI Fause UNI
i IEEE 802.3 Clause 57 | Ethernet I I Ethernet I :
. _ M H
muTeanyy i meon1 1 OAM T - OAM Ty i
3
: I Service OAM : |
! IEEE 802.1Q-2011 | (UNI-N to UNI-N) | i
1 Clauses 18-22 I
L ITU-T G.8013/Y.1731 l Service OAM (UNI-C to UNI-C) 1 :
I 1€ > :
I I I !
I

1 I[ETF BFD IMPLS OAM (PE to PE)! !
& ;.

i L5P Ping I :
:
|
I

|
! II g Ethernet > Il J‘Canvergence
: I OAM |

Figure 2 Components ofOAM

8.1 Ethernet OAM

The OAM functions forthe UNIshould use th&thernet OAMasdefined inLink OAM (Clause
57/EEE 802.35]) andbr ITU-T G.8013/Y.1731[39].

8.1.1 Link OAM

The PE supports Ethernet Link OAM, when the user is directly connected to the network
demarcation poinfi.e., at the MEF UNI irFigure2). Link OAM provides OAM functions for
network access segmer(tUNI-C to UNEN). Link OAM provides for Ethernet Link Fault
Detection, Monitoring and Loopback for access links.
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[R-10] ThePE MUST support link OAM Active mode as pelause57.2.9.1IEEE 802.3
[5].

[R-11] ThePE MUST support initiating OAM Discovery process asf#éiclause
57.3.2.1IEEE 802.35].

[R-12] The PE MUST support sending informational OAM Protocol Data Units
(OAMPDVU) as peiSubclauses7.2.10IEEE 802.35].

[R-13] The PE MUST support sending Event Notification OAMPDUs asSpbclause
57.2.10IEEE 802.35].

[R-14]  The PE MUST support sending loopback conddIMPDUs as peBubclause
5.2.1YIEEE 802.35].

[R-15] The PE MAY support sending Organization specific OAMPDUSdiclause
57/IEEE 802.35].

[R-16]  The PE MAY support sending Variable Request OAMPDUSs asSpfclause
57.4.3.3IEEE 802.35].

8.1.2 ITU-T G.8013/Y.1731

The OAM functions defined in ITO G.8013/Y.1731 can hesedfor OAM of the UNI between
the CEand the PE.
[R-17]  The PE MUST support sending and receivd@§M frames atevel O(as
recommended i®6.8013/Y.1731[39]).

8.2 MEF Service OAM

Thecarrierethernet Services are provided between one User Netwteikdce (UNIandone or
more UNK. A network operator must be able to manage the services using Service OAM (SOAM).
The network operatorés s@&BNMIiINce OAM i s origina

[R-18] The PE MUST support SOAM at the EVC SOAM level 4 as describbtEiR 30
[42].
[R-19] OAM frames, sent at SOAM levels 5, 6, or 7, as described in MEF 30, are sent as
user data and MUST be carried transparently.
[R-20] The PE MAY support sending and receiving SOAM frames across thatthe
UNI SOAM level 1, as described MEF 30[42].
See sectioni2.4.8for information on performance monitoring.

8.3 MPLS OAM

This section describes techniques to perfaAM for the underlying MPLS tunnels used to
support Ethernet services. OAM is an important and fundamental functionality in an MPLS
network. OAM contributes to the reduction of operational complexity, by allowing for efficient
and automatic detection, lalzation, handling and diagnosis of defects. OAM functions, in
generalareused for faukmanagement, performangenitoring, and protectieawitching
applications.
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8.3.1 LSP OAM

This section describes techniques to perform OAM for the underlying MPLS L8 #uesn
EVPN application.

LSP-Ping and Bidirectional Forwarding Detection (BARFC 588(032] are OAM mechanisms
for MPLS LSPSRFC 588434]. Further it isdesirable that the OAM traffic is sentband in an
LSP.The following OAM mechanisms are supported:

[R-21] The PEMAY support GAL and GACh per LSP, as peRFC 558¢31].

8.3.1.1BFD for MPLS LSPs

BFD monitors the integrity of the LSP for any loss of continuity defect. In particular, it can be
used to detect a data plane failure in the forwarding path of an MPLS LSP.

[R-22] PE and P routers MUST supp®&FD for MPLS LSPs as p&FC
5884[34].

8.3.1.2Detecting MPLS Data Plane Failures

LSP Ping is used to perform-ailemand Connectivity VerificatiofCV) andRoute Tracing
functions. It provides two modes: Api ngo mode
In "ping” mode (basic carectivity check), the packet should reach the end of the path, at which
point it is sent to the control plane of the egress LSR, which then verifies whether it is indeed an
egress for the FEC.

[R23] PE and P routers MUST RBQ4BHYDR2G.t fApi ngd mo

RFC 642435] enhances thmechanisnior performing Label Switched Path Ping (LSP Ping)
over MPLS Tunnels and when LSP stitching [RFC5150j igse.
[R-24] PE and P routers MUST support enhanced MPib§ andtracerouteas peRRFC
6424[35].

In "traceroute” mode (fault isolation), the packet is sent to the control plane of each transit LSR,
which performs various checks that it is indeed a transit LSR for this path; this LSR also returns
further information that helps check the control plane against the data plane.

[R-25] PE and P routers SHOULD sRFEg3Y922]. At racer

The LSP Ping Reply modes as defined in Secti®FG/437922] apply as shown iffablel.

Reply Mode Echo request Echo Repy
Reply via an IPv4/IPv6 UDP packetode value?) MUST MUST
Reply via application level control channeb(le valuet) MAY MAY

Table 1 LSP Ping Reply Modes
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The following subsections of Section REC 437922] concerning Target FEC Stack apply as
follows:
[R-26]  When LDP is supportedLDP IPv4 prefix as defined in Section 3.REC 4379
[22] MUST be supported.
[R-27]  When RSVP isugpported- RSVP IPv4 LSP as defined in Section 3.RBC 4379
[22] MUST be supported.
[R-28] When BGP is supportedBGP labeled IPv4 prefix as defined in Section
3.2.11RFC 437922] MUST be supported.
[R-29]  When LDP is supportedLDP IPv6 prefix as defined in Section 3.REC 4379
[22] SHOULD be supported.
[R-30] When RSVP is supportedRSVP IPv6 LSP as defa in Section 3.2.8FC 4379
[22] SHOULD be supported.
[R-31] When BGP is supportedBGP labeled IPv6 prefix as defined in Section
3.2.12RFC 437922] SHOULD be supported.

8.3.2 Convergence

This sectiorspecifies the requirements fibre recovery mechanisms from PE to CE network (AC
link) failures. The recovery procedures are describ&estionl7/RFC 743238].

[R-32] The PE routers MUST suppagcovery fromPE to CE network failures (AC link
failures) as pegectionl7.3RFC 743238].

[R-33] The PE routers MUST suppagcovery fromPE failures as pe8ection 17.2RFC
7432[38].
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9 QoS

The MPLS network supporting tloarrierethernet services has to provide QoS and service level
agreements. The QoS capabilities mustiheto-end, which includes both ACeiéd MPLS
domains. UsuallyraMPLS network will support guaranteeing sufficient bandwidldwvailable to
support new and existingarrierethernet connections conforming to all SLA metrics including
protection mechanisms.

DiffServ-TE classes of servide used to suppoMEF 23.1[44]ACoS Labelé6 t o achi eve a
particular level of performance. MPLS DiffSefE enables the advantages of both DiffServ and

TE. The DiffServTE requirement is to make sep@réandwidth reservations for different classes

of traffic. RFC 3564[14] provides the concept of a class type (CT).

The following capabilities are to be supported by the PEs:

[R-34] The PE MUST support éast 4 CoS and associated service metrics (e.g. delay,
delay variation, packet loss) as definediBF 22.1[43]A EVC Requi r ement s oO.
[R-35] The PE SHOULD support Connection Admission Control to guarantéeisof
bandwidth is available to support new connection conforming to all SLA metrics defined in
MEF 10.2[41].
[R-36] The PE SHOULD support Differentiated Service aware MPLS traffic engineering
as peRFC 412419].
[R-37]  Theingress PE MUST map the PCP (in the PRI field of the 802.1Q VLAN tag
IEEE 802.1(6]) intothe TC field of the MPLS label stack.

9.1 Tunnel CoS mapping and marking

Two types of LSPs are definedRFC 327(11]:

[R-38] The PE and P routers MUST suppo+L&P as per Section 1RFC 327(11]:
LSPs which can transport multiple Ordered Aggregates, so that the TC field of the MPLS
Shim Header conveys to the LSR the PHB to be applied to the packet (covering both
information about the packet's scheduling treatment and its drop precedence).

[R-39] ThePE and P routers MAY supportlLSP as per Section 1RBFC 327(11]: LSPs
which only transport a single Ordered Aggregate, so that the packet's scheduling treatment
is inferred by the LSR exclusivelydm the packet's label value while the packet's drop
precedence is conveyed in the TC field of the MPLS Shim Header.

[R-40] The PE MUST support COS marking in the TC bits of the LSP labels.

[R-41] The PE MUST support the Pipe model asREC 327(11].
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10 PSN resiliency

In EVPN, the PEs are connected over an underlying PSN infrastruEtrEVPN resiliency the

PSN musnhecessarily be resilientyhen the PEs are connected byMIPLS infrastructure then the
resiliercy mechanisms in MPLS such as fast reroute (FRR) are required. This section lists the
resiliency requirements for MPLS. If the MPLS infrastructure is run over another layer (e.g. a L1
network) the resiliency requirements of the other layers are considdoedutside the scope of

this sectionWhen resiliency mechanisms are available at multiple layers the resiliency mechanism
at a layer must be triggered only after a sufficient delay to let the resiheacyanisnof the

underlying layer to take effect.

MPLS resiliency requires failure detection mechanisms and L&ReeymechanismsTo speed
up total recoverytime, locatrepair mechanisms with pamputed, preestablished
alternate/backup paths should be used whenever posaigonl0.1lists the failure detection
requirements and sectidf.2lists therequirements for LSP recovery.

MPLS resiliency is also affected lyerestart of contreplane protocols. ThBIPLS requirements
to suppor resiliency ofcontrol protocolsre listed in sectiof0.3

10.1 Failure detection

The failure detection mechanigimat triggers the recovery mechanissheuld have a low failure
detection timeandalso alow overheadln order fa the deployment to allowhoice of routing
protocols, the failure detection mechanisinould be independent of specific routing protocols.
TheBidirectional Forwarding DetectiofBFD) protocol specified irRFC 588(032] provides such
amechanismFor MPLS LSP BFD requirements see sec8dhl

[R-42] The PE and PoutersMUST support BFD for single hops as pdfC 5881[33]

10.2 LSP recovey

TheLSP recovery mechanissiould support local repair mechanisms with-@enputed and pre
established alternate/backup paths for iREVRTE RFC 320910] andLDP RFC 503¢25]
signaled LSPRecovery from different types of failure suaslink, node, etc. should be
supported

[R-43] The PE and P routers MUST support the facility backup method of doing fast
reroute (FRR) for RSVHE LSP Tunnels as p&FC 409(18].

[R-44]  The PE and P routers SHOULD support the-tmrene backup method of doing
fast reroute (FRR) for RSVIPE LSP Tunnels as p&FC 409018].

[R-45] The PE and P routers MUST support the lo@e alternates (LFA) method of FRR
for LDP LSPs as pdRFC 52829] as well as support LFA FRR fdn¢ IGPon whose
routes LDP dpends

10.3 Control planeresiliency
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To prevent LSPs from going down due tmtrol-plane protocolsestart the graceful restart
controkplane resiliency mechanism is required.

[R-46] The PE and P routers MUST support RSUMP graceful restart as specified in
Sectin 9/RFC 347312] as well as graceful restart for the routing protocols on which
RSVRTE path computation depends

[R-47]  The PE and P routers MUST support LDP graceful restart as specifeCir8478
[13] as well as taceful restartor the routing protocolen whose routes LDBEepends

[R-48] The PE and P route&HOULD supportOSPF graceful restart as specifiedRIRC
3623[15].

[R-49] The PE and P routers SHOULD suppori$Sgraceful restart as specifiedRC
5306[17].

November2015 © The Broadband Forumll rights reserved 310f43



Ethernet Services Using BGP MPLS based EVPNs TR-3501ssue01

11 BGP MPLS Based Ethernet VPN

This section covers the generic BGP MPh&sed EtherndtPN requirements. Specific
requirements such as multicast that are applicable to a subset of Ethernet VPN services (e.g. EP
LAN, EVP-LAN, etc) are covered in subsequent sections.

EVPN overcomes the limitations of currert BNE and ELAN servicessuppored by VPLS
(RFC 476123], RFC 476224]) and VPWS. EVPN provides flexible multihoming with-atitive
redundancy mode, MAC learning using conplaine, multicast optimization, provisioning
simplicity and network resiliency between edge nodes.

The EVPN specification supports several ways for PE nodes to connect, but this TR only supports
use of MPLS, which enable easy interworking WitR-224[4] based Ethernet services.

11.1 Reference Architecture and Overview

Figure3 describe€€VPN forthenextgeneration of Ethernet services. An EVPN instance
comprises of CEsannected to PEs, which are part of the MPLS network. The PEs provide virtual
Layer?2 bridge connectivity between CEs. The PEs are connected by an underlying MPLS
network that provides QoS and resiliency.

Unlike VPLS which uses only datplane based MA@arning, EVPN uses the control plane
based MAC learning for remote MACs. EVPN uses-BIBP to distribute MAC routes and
allows finegrained control over MAC route distribution.

EVPN instance (EVI) is an EVPN routing and forwarding instance on a PEHfia multi

homed to two or more PEs, the set of Ethernet links constitute an Ethernet Segment (ES). Each
Ethernet Segment is identified using a unique Ethernet Segment identifier (ESI). For additional
details se®FC 743238].

MPLS Network — o MP-BGP
Figure 3 EVPN Architecture for Ethernet services using BGP MPLS
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11.2 EVPN Service Interfaces

EVPN defines sevat types of service interfaces. Sgection6/RFC 743238] for details.These
service interfaces are consistent with MEF defined services and provide easy migration to EVPN
infrastructure for even richer service offeringjevarious types o$ervice interfacemclude

mapping of specifi/LANSs or their bundles and even allow service awareness tiesrare

mappedo EVPN instances. Thequirements for the support of various service interfaces are
specified in the subsections of the respective services.

11.2.13VLAN -Based Service Interfaces

This service interface supports a single broadcast domain or fi@dEVPN instance.

This service interface can be used to suppdrABR or E-LINE for a single broadcast domain with
customer VLANSs having local significance. Ethernet frames transportecoPLS network
remain tagged witthe originating VID. VID translation can be performed on the destination PE.

11.2.2/LAN Bundle Service Interfaces

This service interface supportdandle of VLAN over one EVPN itance Multiple VLANs

share the same bridge.slipports an N:1 mapping between VLAN ID and MXRF. This
service interface requires that MAC addresses are unique across VLANSs of the EVI and VID
translation is not allowed.

This service interface also supports a special case known askmaped VLA Bundle service
interface, where all the VLANSs on a port are part of the same service and map to the same bundle.

11.2.3VLAN -Aware Bundle Service Interfaces

This service interface is an additional service interface defined in EVPN that is not supported by
TR-224 or VPLS. It provides customers with a singke &N service for multiple broadcast

domains. With this service interface, an EVPN instance consists of multiple broadcast domains or
VLANS, with each VLAN having its own bridge domain. Like the VLAN bunsésvice interface,

this interface supports N:1 mapping between VLAN ID and EVI. Since bridge domains are
separate, it allows for local VID translation.

This service interface also supports a special case known askaped VLANAware bundle
service inerface, where all the VLANs on a port are part of the same service and map to the same
bundle.

11.3 Data Plane

November2015 © The Broadband Forumll rights reserved 330f43



Ethernet Services Using BGP MPLS based EVPNs TR-3501ssue01

11.3.1Underlying PSNtransport

[R-50] The PESMUST supportMPLS as the underlying PSkansportas specified in
Sectiord/RFC 743238].

11.3.2/PN encapsulation

To distinguish packeteceived over the PSN destineddiferentEVPN instances, MPLS lalzel
must beusedas described ifectiond/RFC 7432 38]. The specificddata plane operations
applicable to a servicare specified in the subgems of the respective service

11.3.3VID Translation

[R-51] The PEs MUST support VID translation for packetseived from the PSN arsgnt
to the CE when supporting service intadesas specified irsection6/RFC 743238].

11.3.4~rame Ordering

Section 1&8RFC 743ZXpecifies frame ordering. In orderavoid misordering, it is recommended
that P routers ntaise deep packet inspectimndoECMP.
[R-52]  The P routers SHOULD NOT do deep packet inspection for EQAE. 6790 36]
specifies techniques so that P routers do effective load balancing without themeeeif
packet inspection.

11.4 Control Plane

The EVPN PEs signal and learn MAC address over the control plane. RFC 7432 adds BGP
extended communities, which allow PE routers to advertise and learn MAC addresses and Ethernet
segments. This is one of the majififerences with the VPLS solution, whicklieson dataplane
learning. EVPN added four Route types and communities. For additional detitEGa& 32
[38].
[R-53] The PEs MUST suppoMP-BGP as aontol protocolfor EVPNas specified in
Sectiord and 7RFC 743238].

NoteThe detailed control protocol requirements of B8P are specified in the

subsections of the respective services
With MPLS daa plane, BGP routes also signal the MPLS labels associated with MAC addresses
and Ethernet segments. This separates EVPN from a VPLS solution. EVPNs do not use
Pseudowires.

11.5 Multi Homing and Load balancing

Due to rapid increase of data traffic, running nieéwork in active/standby mode can be
inefficient. In addition to better link utilization, muliomed connections also offer greater
resiliency and reliability against the failure of one connection or node. -Narhing includes the
ability of establising multiple connections between PEs and todbaldnce across those
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connections. For additional details on midiming see&ection8/RFC 743238]. EVPNs
supports both singlactive and allactive multi-homing with load balancing. VPLS only supports
singleactive multthoming.

With support for both alactive perservice and alactive pefflow multi-hnoming, EVPNs enables
better load balancing across peering PEs as compared to VPLS that canbatdoed across
peering PEs.

It must be possible to connect a CE to two or more PEs for purposes ehamitig and load
balancing as specified Bection8 and 14RFC 743238].

11.5.1All -Active Redundancy Mode

Al-acti ve redundancy mode all ows the CE device
multiple PEs using LAG. All the PEs must be allowed to forward traffic to/from that Ethernet
Segment.

[R-54] PE router MUSACtsiuwe orre d uaddpaaifiedyirSeationd e 0
14/RFC 743238].

11.5.2Single-Active RedundancyMode
In this mode, when a CE is connected to two or more PEs over an Ethernet segment, only a single

PE must be allowed to forwardaffic to/from that Ethernet Segment. In this mode the CE device
connect via fAseparateo Ethernet bundles to mu

[R-55] PE router MUST-AsuppertedaSdagct e¢Seaionde o a:
14/RFC 743238].

11.6 Fast Convergence

Section 17RFC 7432provides failure recovery from different types of network failures. VPLS
relies on the underlying MPLS capabilities such as Fast Reroute. Lackasfia multthoming

in VPLS makes it difficult to achieve fast restoration in case of an edge node or edge link failure.

[R-56] The PEs MUST support convergence as specifi&eationl7/RFC 743238].
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12 EVPN enabled multipoint to multipoint Ethernet VPN services

The EVPN technology enables the creatiomattipoint-to-multipoint Ethernet VPN services

over an MPLS network. EVPN can be used to create thd. ER and EVRLAN services of the
E-LAN service type defined bVMEF 6.2 A high-level reference architecture of how these services
arearchitectedusing EVPN along with the list of the supported service attributes is described in
Sectionl2.1and12.2 In additionto thecarrier ethernedefined service characteristid&svVPN
significantly enhances important service characteristics asicbliability and scalabilityThe

EVPN requirements fanultipoint-to-multipoint EtherneVPN services arbstedin Section12.3

12.1 Ethernet Private LAN (EP-LAN)

The Ethernet Private LAN (EPAN) serviceuses anultipointto-multipoint EVC. In a

multipoint EVC, two or more UNIs must be associated with one another. ThAKRervice 5

defined to provide C&/LAN tag preservation and tunneling of kegtyer2 control protocols. A

key advantage of this service is that VLANs can be configured across the sites without any need to
coordinate with the service provider.

EP-LAN provides connetivity to customers with multiple sites, such that all sites appear to be on

the same | ocal area networ k. Each i-bANer f ace
supports CEVLAN CoS preservation. Service multiplexing is disabled on the UNI.

=

g MEF UNI P

Clent Hode MPLS Network = == = EP-LAN1
CE (R RN NN EP-LANZ

Figure 4 Ethernet Private LAN (EP-LAN) Service

12.2 Ethernet Virtual Private LAN (EVP -LAN)
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The Ethernet Virtual Private LAN (EVVBPAN) serviceallows service multiplexing at the UNI. It
allows users of anHEAN service type to interconeetheir UNIs and at the same time access
other services (e.g.-Ene). Figure5 shows an example of multiple services access from a single
UNI. In this example, the user has an EMARN service for multipoint data conneetiy and an
EVPL service (P2P EVC) for accessiagalueadd service from one of the UNIs.

Bundling can be used on the UNI in the EVRN service and supports C¥ZLAN tag
preservationAll to One Bundling is disabled.

MEF UNI Multiplexed

MPLS Network - e e e EVP-LAN
[ EE R E NN NI EUP—LINE

Figure 5 Ethernet Virtual Private LAN (EVP -LAN) Service

12.3 EVPN for establishing ERLAN and EVP-LAN

Section 5 provideanoverview of PPVPN in MPLS networks. It also outlines the comparison of
Layer2 Ethernet VPNs in MPLS networks using VPLS and EVPNSs.

EVPN povides support fothe E-LAN service type in MPLS networks as described in Sedibn
RFC 7432 describes procedures for BGP MPBSed Ethernet VPNS. EVPN requires extensions
to existing IP/MPLS protocols. EVPN supports bpthvisioning and signaling for Ethernet VPNs
and incorporate flexibility for service delivery over layer 3 networks.

The PE suppostBGP MPLSbased Ethernet VPN signaling and provisioningeified in[R-
53] of sectionl1.4

November2015 © The Broadband Forumll rights reserved 370f43



Ethernet Services Using BGP MPLS based EVPNs TR-3501ssue01

12.3.1Service Interfaces

EVPN supports several service connectivity options for delivering MEF services. They are

provided inSection11.2 MEF service requirements for EIAN and EVRLAN are different.

ForERL AN, each interface is config-utABdAAblI f4l1 D
Bundl i ngo i s-AddresBandle service inkétfageNs not supportedLS-based
implementation TR-224). When interworking with TR-224, it is recommended not to use VLAN

Aware Bundle service interface. This service interface proadesre flexible service offering

and is commonly useir data center interconnect.

12.3.1.1  Service Interfaces for ERLAN

[R-57]  The PE routers MUST support Paadsed Service Interface as define®ection
6.2.YRFC 743238].

[R-58]  The PE routerSHOULD support PorBased VLANAware Service Interface as
defined inSection6.3.YRFC 743238].

12.3.1.1.1 Data Center Considerations

If the PE router is designed for use in a data center interconnect environment, the following

requirement is applicable:

[R-59]  The PE routers MUST support P&ased \LAN -Aware Service Interface as
defined inSection6.3.YRFC 743238].

12.3.1.2 Service Interfaces for EVRLAN

[R-60]  The PE routers MUST Support VLAbNased Service Interface as define@eéttion
6.1/RFC 743238].

[R-61]  The PE routers MUST support VLAN Bundle Service Interface as defined in
Section6.2RFC 743238]

[R-62]  The PE routerSHOULD support VLAN-Aware Bundé Service Interface as
defined inSection6.3RFC 743238].

12.3.1.2.1 Data Center Considerations

If the PE router is designed for use in a data center interconnect environment, the following
requirement is apggable:

[R-63] The PE routers MUST support VLANware Bundle Service Interface as defined
in Section6.3RFC 743238].
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12.3.2Data plane

The requirements for data plane Sectionl1.3are applicable.

12.3.2.1 Local learning

[R-64] The PE MUST be able to do dagitane learning of MAC addresses using IEEE

Ethernet learning procedures for packets received from the CEs connectasigpetified

in Section9./RFC 743238].

12.3.2.2 Remote learning

[R-65] The PE MUST be able to do contyglane learning of MAC addresses using-MP
BGP6s MAC Advertisement rout e fasspectidtisn
Section9.2RFC 743238].

12.3.3Tunnel signaling

The PEs are connected by MPLS Label Switch $&iBPs) acting as PSN tunnels. Traffic

t hat

Engineered PSN tunnels must be used when specific path (e.g. for protection purpose), QoS, or

bandwidth constraintare required.

[R-66] PE and P routers MUST support dynamic signaling to setup both TE LSPs and

routed LSPs. Se@ection7.1for details.

12.3.4Routing

The requirements for routing p8ection7.2 are applicale.

12.3.9Multi Homing and Load balancing

The requirements for multi homiraqd load balancinger Sectionl1.5are applicable.

12.3.5.1 Load balancingat intermediate nodes

When | oad balancing, packet s appddaotthe bamé pom g
Intermediate P nodes have no information about the type of the payload inside the LSP.
Intermediate LSR should makdawardingchoice based otine MPLS label stack. In order to
avoid any misorderingf frames therequirementspecified in sectiori1.3.4apply.

The PE that has knowledge of the Ethernet service (e.g. Bundling or multiclass service) can take
further action. IETRRFC 679(36] provide methods of assigning labels to flows, or flow groups,

such that Label Switching Routers can achieve better load balancing.

[R-67] The PE SHOULD support Entropy Labels asREC 679(036].
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12.3.60AM

12.3.6.1  Ethernet Link OAM

The Ethernet link OAM is supportes perSection8.1.1
12.3.6.2 Label Switched Paths (LSP) OAM
LSP OAM is supported as p8ectiond.3.1

12.3.6.3 MEF Service OAM

MEF service is supported as [&ection8.1.2
12.3.Convergence

Failure recovery from different types of network failursugpported as per secti8rB3.2
12.3.8°SN Resiliency

PSN resiliency isupported as p&ectionl0.

12.3.8.1 Fast Convergence

Fast convergence sipported as p&ectionll.6

12.3.9Multicast and Broadcast

[R-68] PE routers SHOULD suppamulticast and broadcast traffic as |g&ctionl6/RFC
7432[38].

12.3.10 QoS

In general, an E.AN service type can provide a best effort service with no performance
assurance. In certain cases, anAlN service type can be defined with performance objectives
(seeSection9.2MEF 6.2[49].

[R-69] PE routers SHOULD support the QoS mapping asSpetion9.
12.3.11  Security

[R-70] PE routers MUST support security as pectionl9YRFC 743238].

12.4 Support of service attributes for EP-LAN and EVP-LAN
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Section 9. MEF 6.2[49] specifies the H.AN service type that is thieasisfor LAN services.
Section 10.3 and 10MEF 6.2[49] provides service attributes and parameters feL. ER and
EVP-LAN services respectivelyTR-224refers toMEF 6.1andMEF 10.2 TR-350uses the
backward compatible subset of the revised specificaMifis 6.2[49] (see Appendix Band
MEF 10.3[48] to achieve the equivalent function.

Some of the service attributes and parameters are provided by Ethernet physical interface and
service provisioning (e.g., Physical medium, Speed, Mode, MAC layer, EVC type, maximum
number of EVCs, etc.). Theection only describes those service attributes and parameters that are
relevant to transporting the EVPN traffic over PSN.

12.4.1Bandwidth Profile

A bandwidth profile defines how rate enforcement of Ethernet frames is applied at an UNI.
Bandwidth profiles enabloffering service bandwidth below the UNI access speed (aka Speed)
and limit the amount of traffic entering the network per the terms of the SLA.

For LAN services, bandwidth profiles can be optionally specfieelJNI (ingress and egress),
perEVC (ingress and egress), and/or per CoS (ingress and egfesB}LAN service can be
providedasa best effort service without any bandwidth guarantee.

[R-71] A PE SHOULD support the bandwidth profile algorithm as per the portion of
Section12MEF 10.3[48] that is backward compatible wiMEF 10.2[41].

In order to support bandwidth profile, technique such as admission contiolftsav-TE as
specified n sectior® are used.

12.4.Bundling

Section 9.1 EF 10.3[48] specifieshebundling service attributeBund |l i ng i mpl i es f
attribute in which more than one SEANIDcanbe associ ated with an EV
bundlingenabled is a special case of bundling. mpl i es A A UNI at-YLAN but e

| Ds are associ at &able WMEFHO0.3j48]provides lvadid cenybi@aiions for

AAl'l to one bundlingo and fAService multiplexi
EPPLAN must have AAIl to one b-UAN¢te bunding atteabute r i b ut
can be enabled or disabled. However, forHVR N fi Al | tnog 6o nneu sbtu nbdel idi s ab

12.4.3CE-VLAN ID preservation for EVC

CE-VLAN ID preservationservice attribute efines whether the GELAN ID is preserved
(unmodified) across the EVC.

For ERLAN, CE-VLAN ID preservation must be enabled and-€EAN ID is preserved for EC
over the PSN.
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For EVRLAN, if CE-VLAN ID preservation is enabled, C¥LAN ID is preserved for EVC over

the PSN.

Note: If CEVLAN ID preservation is enabled, No VID translation is supported for the EEX®-

LAN can support VID translation whenusingBE\W s er vi ce-Bagped S¥LANCce t
and AMwANMe Bundle service interfaceo.

12.4.4CE-VLAN CoS preservation for EVC

CE-VLAN CoS preservation service attribute defines whether th&/C&N CoS bits are
preserved (unmodified) across the EVC.

For ERLAN, CE-VLAN CoS preservation must be enabled (see TableEB/6.2[49]) and CE
VLAN CoS is preserved for EVC over PSN

For EVRLAN, CE-VLAN CoS preservation can be either enabled or disabled (sée T8MEF
6.2). In an EVC with CB/LAN CoS preservation is enabled, the EVPN preserves the CoS bits
over PSN.

12.4.F£VC Maximum Service FrameSize

The mapping from AEVCS Maexoi ntuom ASEeVWCQs i MTeU OF riasmep r o
Appendix B ofMEF 6.2[49].

The EVCMaximum Service Frame Sizgze is configurable with a default value of 1600 byte.

When Ethernet frames are transported in MPLS netwthnk$JPLS packet includes the labels,
andthe EVC frame as payload. he path MTU is the largest packet size that can traverse this path
without fragmentation.The ingress PE can use Path MTU Discovery to find the actual path MTU.

[R-72] PE SHOULD support configurable EM@aximum Service Fram8izeof at least
1600 bytes (se@able6/MEF 6.2)

12.4.6rame delivery

The frame delivery policy rules enable the service provider to specify how different frame types
are handled bg PE. They enable setting specific rules for forwarding, discarding or conditionally
forwardingspecific frame types. The frame types used by the rules are:

1 Unicast
1 Multicast
9 Broadcast

[R-73] PE MUST support setting policy function of frame delivery rules for

forwarding, discarding or conditionally forwarding unicast, multicast and
broadcast frames p&P-LAN and EVRLAN services.
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12.4. 1 ayer 2 control protocols

ThelLayer?2 control protocol processing is independent of the EVC at the UNIP handling
rules are set according to the definitiorSefction 8MEF 6.11[47] and dffer per service type.
The PE policy function supports setting of rules for handling L2CP per service type.

EVC L2CP handling peservice typecan be set to:
9 Discardi Drop the frame.
1 Peer can be applicableor exampld.2CP/LAMP, Link OAM, Port Authetication, and E
LMI.
1 Tunneli Pass to the egress UNI.

[R-74] PE MUST support policy function setting of rules for handing L2CP per service
type as specified iBection8/MEF 6.1.1[47].

Note: This specification only supports MB.1.1 for L2ZCP processing
requirementsSupport of nultiple-CEN L2CPMEF 45[50] is outside the scope of
this document

12.4.&VC performance

The performance parameters indicate the quafigervice forthat service instanc&hey consist
of the following:

1 Availability

1 FrameDelay

1 Frame delay variation

1 Frame bssratio

The requirements for support of CoS and mapping are specified in QoS ection
[R-75]  The PE MUST support MEBOAM performance monitorings peMEF 35[46].

For transport of SOAM see secti8r2

End of Broadband Foruifechnical Reprt TR-350
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